
&I
more then one solution,

-

Next class : Hear to compute At using QR
-
-

factorization formide natures,

-

AT = Q R At= AT (AAT)-

AAT = ROQR
= RTR (AAT) == (RR)

+

= R
+ (RT)
-



A = AT R(T)
+ AT= QR

= QR (RT) wrde: AT(AT)

= Q(RT)
- z = (RT) b

-> if

M RTz = b

A
+
b = Q(RT) b

- AT= QR

1) Solve RTz = b ↑

& Upper

2)x = Qz lowen transla
tri

use formed subs.



Tall A : t A = QR

↑ AT SATAJAT
left inverse 1)z = Q b

2) Solve Rx = z

-batdoes Atb mean when A is tall

ach has lively independent colums.

Least squares : Ax =b
"best value ofy

E Ax is as close

to b as possible.



1 :00 [in] = [] Is there a solution?

↑
Ax = b [

tall

cols .

lin. ind

.
.



1

&

-1 ↑

1

&L
-

Task : Given the tall natrix And the

vector b
,
find* such that

As is as close to b as possible,

(find theliner combination of the columns of A thatas

the best possible approximationof 6.



"distance from Ax to b

J(x) = 11Ax - b/P squred"

objectieon We want to find

such that J() is a small

as possible.

A = (::] b = (2] x=[]

Ax = [*] Ax- b =[



J(x) = 11Ax- b(( = (x1 - 12 + ( +z -2)+ +- 3)

= (x,- 1)
=
+ (x2-2) + 9

This is murmised when X
,
= 1 Ye = 2.

A= Fo ](7 s= [3]1 . 8-0, 6

:



Ax-b Ax - b = [
0 . 2x

,
+ 2.6xz - 1

J-0
.5% + 1,57 - I

1. 8x1 - 0, 6 +2 - 3

J(x) = 11Ax -bli= (0 .
2x, +z , 6x2 - 1)

2

+ (0 .5x
,
+ 1

,3xz-2)

+ (1 . 8 x -0 ,64 -3)
2

x2

...........&
&J↑⑳=>minmu happens here
*



↑ is the location of the minimums,

y is some ruden direction
x + sy

↑
f(s) = J(x + sy)

The minum for f

f(s) happens when f'(s) = 0

- (and themu is at s=0L
- f'(0) = 0

J(x+sy) = 1A(x + sy) -3/2



=11((5-b) +sAyl

I(v +wI + 1wIR + 2 rTw
/u+all= (v+1) T (U+)C

= IIA-b/12+ 2s(Ay)T (Ax-b) +sellAyI
↑

f(s) f'(s) = 2 (Ay)T (AY-b) + Is MAy

f'(0) = 2 (Ay)T(Ax-b)



We need 2 (Ay)T(A-b) = 0
-

for
every direction

yo

YT AT (AY-b) = 0 for all y
.-

Suppose 2 is amaster and Tz = 0 for ally
.

+z=0
L

/Iz=0 =O



At a minum I we have to have

AT (Ap- b) = 0 solve

K this

(ATA) = At b
L normal equation

↓
We asceme

the colum of A one linely independent.

Hence ATA is invertible.

x = (ATA)AT b



(A+A)AT
-

↳ At for the tall matrix A.

Findus so that At is as close a

possible to b is exactly 3 = At b
.

-

A = QR

1) z = Q Tb

2) Rx= 2 by back subs,


